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Objectives: The purpose of the present study was to quantify age-related differences in executive control as it relates to dual-task performance, which is thought to represent listening effort, during degraded speech recognition.

Design: Twenty-five younger adults (YA; 18–24 years) and 21 older adults (OA; 56–82 years) completed a dual-task paradigm that consisted of a primary speech recognition task and a secondary visual monitoring task. Sentence material in the primary task was either unprocessed or spectrally degraded into 8, 6, or 4 spectral channels using noise-band vocoding. Performance on the visual monitoring task was assessed by the accuracy and reaction time of participants’ responses. Performance on the primary and secondary task was quantified in isolation (i.e., single task) and during the dual-task paradigm. Participants also completed a standardized psychometric measure of executive control, including attention and inhibition. Statistical analyses were implemented to evaluate changes in listeners’ performance on the primary and secondary tasks (1) per condition (unprocessed vs. vocoded conditions); (2) per task (single task vs. dual task); and (3) per group (YA vs. OA).

Results: Speech recognition declined with increasing spectral degradation for both YA and OA when they performed the task in isolation or concurrently with the visual monitoring task. OA were slower and less accurate than YA on the visual monitoring task when performed in isolation, which paralleled age-related differences in standardized scores of executive control. When compared with single-task performance, OA experienced greater declines in secondary-task accuracy, but not reaction time, than YA. Furthermore, results revealed that age-related differences in executive control significantly contributed to age-related differences on the visual monitoring task during the dual-task paradigm.

Conclusions: OA experienced significantly greater declines in secondary-task accuracy during degraded speech recognition than YA. These findings are interpreted as suggesting that OA expended greater listening effort than YA, which may be partially attributed to age-related differences in executive control. When compared with single-task performance, OA experienced greater declines in secondary-task accuracy, but not reaction time, than YA. Furthermore, results revealed that age-related differences in executive control significantly contributed to age-related differences on the visual monitoring task during the dual-task paradigm.
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INTRODUCTION

To understand speech, a listener must match incoming acoustic information with their internal lexical representation. Under ideal listening conditions in listeners with normal hearing, this process is largely automatic because the high-fidelity, bottom-up representation of speech is easily matched to the long-term representations of the listener’s native language. As the acoustic signal or its internal representation is degraded by signal processing, background noise, hearing loss, or a combination of these factors, there is a concomitant increase in the demand for top-down cognitive processes necessary for speech recognition (e.g., Broadbent 1958; Rabbitt 1966; Downs & Crum 1978; Rakerd et al. 1996; Sarampalias et al. 2009; Rönnberg et al., 2013). The extent to which listeners allocate cognitive resources for speech recognition has previously been referred to as listening effort (e.g., Hicks & Tharpe 2002; Fraser et al. 2010; Goselin & Gagné 2010; Picou et al. 2011). It is thought that listeners experience minimal listening effort in ideal listening conditions and greater listening effort in degraded listening conditions (e.g., Gordon-Salant & Fitzgibbons 1997; Eisenberg et al. 2000; Desjardins & Doherty 2013; Pals et al. 2013). Broader views of this process have also conceptualized the allocation of resources as related to cognitive spare capacity (e.g., Rönnberg et al. 2011) and fatigue (e.g., McGarrigle et al. 2014). These concepts are an emerging source of discussion among researchers. For convenience, we will use the term listening effort here.

There has been recent interest in understanding how listening effort is related to the speech-recognition difficulties demonstrated by many older listeners. Advancing age results in declines in sensory acuity, suprathreshold sensory processing, and cognitive function, all of which interfere with speech recognition. Declines in audibility have been strongly linked to poorer speech recognition in quiet (Humes & Roberts 1990). Older adults (OA) have even more difficulty recognizing speech in degraded listening situations, including those in which the signal is degraded by competing noise (Pichora-Fuller et al. 1995; Dubno & Ahlstrom 1997; Gordon-Salant & Fitzgibbons 1997; Füllgrabe et al. 2015). It is probable that one source of such differences is a decline in suprathreshold auditory processing. For example, the ability to perceive temporal cues declines with age, even in OA with audiometrically normal hearing (e.g., Walton 2010; Füllgrabe et al. 2015). It has also been suggested that some OA have difficulty tracking dynamic spectral cues, including formant transitions (e.g., Souza et al. 2011; Schwartz-Leyzac & Chatterjee 2015). Regardless of the specific causes, existing data suggest that age-related declines in degraded speech recognition are likely to place greater demand on cognitive processing. That is, OA seem to dedicate a greater portion of their finite cognitive resources to the speech recognition task compared to younger adults (YA; Tun et al. 2009; Goselin & Gagné 2011; Desjardins & Doherty 2013; Degeest et al. 2015). Accordingly, tasks designed to vary listening effort may offer insight into age-related performance differences.

Dual-Task Paradigms and Listening Effort

There is a growing body of work aimed at quantifying listening effort using behavioral, physiological, and subjective measures (see McGarrigle et al. 2014 and Francis & Füllgrabe 2015 for a review). A commonly used behavioral methodology, the dual-task paradigm, is contingent on the assumption of delimited cognitive capacity (Kahneman 1973). As conceptualized by Kahneman (1973), cognitive capacity refers to the finite pool of shared cognitive resources that a listener can use to perform
various tasks across modalities. When degraded speech recognition demands greater cognitive effort, the Kahneman model predicts that fewer resources are available in the cognitive spare capacity to maintain simultaneous cognitive processes. In dual-task paradigms designed to quantify listening effort, participants perform two tasks—a primary speech recognition task and a secondary task—in isolation and then simultaneously. When performing both tasks simultaneously, listeners are instructed to prioritize the primary task over the secondary task. In this scenario, the primary task occupies a portion of cognitive resources, and therefore, performance on the secondary task is dependent on cognitive spare capacity. While the primary and secondary tasks that comprise the dual-task paradigm dictate the domain-specific cognitive processes involved, the sharing of attention between the two tasks necessitates the involvement of executive control. Specifically, as the primary task becomes more difficult, cognitive resources, including attention, are reallocated to the primary task to maintain performance. This leaves a reduced cognitive spare capacity available to maintain performance on the secondary task. If a listener’s cognitive spare capacity does not contain sufficient resources to meet the cognitive demand imposed by the secondary task, performance on that task will decline. Thus, tracking listeners’ cognitive spare capacity with changing demands of speech recognition may serve as an indicator of listening effort.

Previous studies have used dual-task paradigms as a surrogate for listening effort in various listener populations and under a variety of conditions of degraded auditory input. For instance, Sarampalis et al. (2009) found that young adults with normal hearing experienced declines in performance on a visual task, indicating greater listening effort, in the presence of background noise. The authors argued that this result is consistent with the idea that listeners allocated a relative portion of their limited cognitive resources to the speech recognition task in noise and, consistent with Kahneman’s theory of delimited cognitive capacity, had insufficient cognitive spare capacity to maintain performance on the visual task. Similarly, Pals et al. (2013) showed that performance on two separate visual tasks—each taxing different aspects of working memory—declined in young adults with normal hearing as the speech signal became more spectrographically degraded. Finally, Downs (1982) demonstrated that adult listeners with hearing loss exerted less effort, as indicated by faster responses to a visual probe, when performing a simultaneous speech discrimination task with hearing aids as opposed to unaidsed. Considered together, these studies provide support for the hypothesis that listeners’ cognitive spare capacity—and thus secondary-task performance—decreases as the demands for speech recognition increase.

Listening Effort Across the Life Span

Previous studies have used dual-task paradigms to evaluate age-related differences in listening effort. This work has suggested that OA, regardless of hearing sensitivity, have significantly greater declines in secondary-task performance (i.e., experience greater listening effort) during sentence recognition in background noise than YA (Gosselin & Gagné 2011; Desjardins & Doherty 2013). Gosselin and Gagné (2011) found that OA were less accurate and slower on a secondary tactile task than YA and proposed that these secondary-task declines resulted from a combination of age-related differences in sensory and cognitive function. Similarly, Desjardins and Doherty (2013) showed that OA had greater declines on a secondary visual–motor task and proposed that this decline was related to age-related differences in working memory and processing speed. Given that OA consistently perform more poorly than YA in the presence of background noise, these findings are not surprising. Rather, they affirm the idea that degraded speech recognition has a greater effect on concurrent cognitive processing in OA.

There is an open question, however, as to whether previous results are specific to speech recognition in noise or whether they can be generalized to other forms of degraded speech. The present study aimed to address this issue by investigating differences in dual-task performance, and thus listening effort, between YA and OA during recognition of speech that is noise-band vocoded. Noise-band vocoding spectrally degrades the speech signal without adding another object to attend, which is the case when there is acoustic competition (e.g., background noise). Background noise, a form of acoustic competition to the target speech, draws an individual’s cognitive resources (e.g., attention), particularly if the competing sounds contain relevant information like speech (e.g., Durlach et al. 2003). Interference with cognitive processes may be more problematic for OA (e.g., Helfer & Freeman 2008). The use of noise-band vocoded speech eliminates this potential confound while still providing a way to systematically degrade the fidelity of the speech input.

The Present Study

The purpose of the present study was to explore differences in dual-task performance in YA and OA during degraded speech recognition. Participants completed a dual-task paradigm consisting of a speech recognition (primary) task and a visual monitoring (secondary) task. By incorporating a primary and secondary task that use different perceptual modalities (i.e., an auditory/verbal primary task and a visual/motor secondary task), the dual-task paradigm used in the present study assumes a global (i.e., not modality specific) cognitive capacity including executive control resources (i.e., attention) that can be reallocated to perform tasks across modalities as cognitive demand increases. The central hypotheses were that secondary-task performance during degraded speech recognition is dependent on (1) the fidelity of the speech input and (2) participants’ hearing acuity and executive control, which are factors that are often correlated to listening effort and are expected to change across the lifespan. Based on these hypotheses, we predicted that OA would exhibit greater declines in secondary-task performance and therefore greater listening effort, than YA as spectral degradation increased.

METHODS

Participants

Twenty-five YA (18–24 years, mean 21.5 years, SD = 2.5 years) and 21 OA (56–82 years, mean 66.5 years, SD = 6.3 years) participated in the present study. Two additional participants, 1 YA and 1 OA, were excluded from data analyses due to prior experience with the speech material and difficulty completing study tasks, respectively. While the majority of the YA group consisted of undergraduate and graduate students attending Northwestern University, the OA group comprised people from within the community of Northwestern University as well as from the greater Chicagoland area. The average number
of years of education was 19.2 years (SD = 1.9 years) for the YA group and 21.1 years (SD = 2.4 years) for the OA group. All participants were native English speakers, had normal or corrected-to-normal visual acuity as tested using a Snellen eye chart, and had typical hearing for their age. For the YA group, criteria for normal hearing was pure-tone thresholds of ≤20 dB HL at octave frequencies from 0.25 kHz through 8 kHz and the interoctave frequency of 6 kHz. Audiometric criteria for the OA group were motivated by Cruickshanks et al. (1998) and consisted of pure-tone thresholds of ≤25 dB HL at octave frequencies from 0.25 kHz to 2 kHz and ≤45 dB HL at 4 kHz to 8 kHz in each ear (Fig. 1). All OA in the present study had thresholds that were either better than or within +1 SD of the mean age-specific hearing thresholds reported in Cruickshanks et al. (1998). Testing occurred within a single session that lasted a maximum of 2 hours, including breaks. Participants were compensated at an hourly rate for their time. Before data collection, approval for all study procedures was obtained from the Institutional Review Board at Northwestern University, and all participants completed an informed consent process.

Stimuli

Speech Stimuli • The speech stimuli consisted of a corpus of 180 Bamford–Kowal–Bond phonetically balanced short sentences (e.g., _They are looking at the clock._) produced by a male speaker (Bench et al. 1979; Etymotic Research, Elk Grove Village, IL, USA). Sentences were noise-band vocoded using custom MATLAB software to generate 4 conditions that varied in spectral degradation (Souza & Rosen 2009). During vocoding, each sentence was root-mean-square equalized at 65 dB SPL and digitally filtered into the respective number of frequency channels (i.e., 4-, 6-, or 8-ch). The output of each filtered waveform was half-wave rectified and low-pass filtered at 30 Hz using a fourth-order Butterworth filter with a slope of −24 dB per octave to extract the amplitude envelope of the signal. The envelope was then multiplied by a broadband noise carrier and passed through its respective band-pass filter. This process stripped the speech stimuli of its original temporal fine structure while maintaining the slow-changing temporal features of the speech waveform. In addition to the 3 noise-band-vocoded conditions, testing incorporated an unprocessed condition to establish a baseline measure of speech recognition.

Visual Stimuli • The visual stimuli were 260 individual grayscale illustrations (281 by 197 pixels) of familiar animate and inanimate objects (e.g., tiger, balloon) adapted from Snodgrass & Vanderwart (1980). The images were scaled to 3” by 4” and individually displayed on a computer monitor using custom software adapted from Wright et al. (2014) and modified with MATLAB PsychToolbox (Brainard 1997; Pelli 1997; Kleiner et al. 2007).

Testing Apparatus

Testing was conducted in a sound-attenuating booth with only the participant present. Participants sat at a desk facing a Dell Ultrasharp U2413 24” monitor attached to an Apple wired USB keyboard. Stimuli were presented from a Macbook Pro laptop positioned externally to the sound booth. Speech stimuli were directly routed from the laptop to supra-aural Sennheiser HD 25-SP headphones worn by the participant, and visual stimuli were displayed on the Dell computer monitor within the sound booth. For all visual tasks, participants indicated their response by pressing a designated key on the keyboard.

Executive Control Assessment

The NIH Toolbox Flanker Inhibitory Control and Attention Test (McDonald 2014) was used in the present study to assess participants’ selective attention and inhibitory control. This standardized psychometric measure of executive control has been normed on individuals from 3 to 85 years old. In this task, a row of 5 arrows was displayed on the screen and the participant had to press either the leftward or rightward arrow key as quickly as possible to indicate the directionality of the middle arrow. Test trials consisted of intermixed congruent (i.e., all arrows facing the same direction) and incongruent (i.e., middle arrow facing the opposite direction) trials for a total of 20 trials. Unadjusted scale scores were derived for each participant by combining the reaction time scores (in milliseconds) from the trials on which they correctly responded with the accuracy of each response. The age-adjusted scores were generated by comparing participants’ scores to those of a nationally representative normative sample within the same age range (Beaumont et al. 2013). The normal distribution associated with these scores has a mean of 100 and a standard deviation of 15. For both unadjusted and adjusted Flanker scores, higher values indicate better performance and a greater overall level of functioning.

Procedures

Speech Recognition (Primary Task) • Sentences were presented binaurally at 65 dB SPL with a fixed intersentence silent interval of 5 sec. Participants were instructed to listen to each sentence and repeat it aloud as accurately as possible, even if it required guessing. Responses were scored live with a point awarded for each of the 3 or 4 predetermined keywords correctly repeated for each sentence. Before testing, each subject was familiarized to a preset list of 20 sentences that were distinct from the test lists. The familiarization list contained 5 sentences from each of the 4 listening conditions, with spectral degradation increasing as the list progressed. If participants’
performance fell below the criterion score of 50% keywords correctly identified in the most degraded (i.e., 4-ch) condition, they received an additional training block. This block consisted of the 20 sentences used during familiarization presented in the 4-ch condition. Feedback was only provided for the first 10 sentences; participants’ performance on the final 10 sentences was used to ensure that they met the 50% correct criterion before progressing to the test trials.

After familiarization, participants were presented with one list of 20 sentences in each of the 4 listening conditions (i.e., unprocessed, 4-, 6-, 8-ch noise-band vocoded) for a total of 80 sentences. Sentence lists were counterbalanced for the condition in which they were presented, and the order of test conditions was randomized across subjects. Within each test condition, speech recognition accuracy was calculated as the proportion of keywords correctly identified out of 62 possible keywords. Participants completed the speech recognition task in each condition first in isolation and then as part of the dual task.

**Visual Monitoring (Secondary Task)** • During the visual monitoring task, grayscale images were presented sequentially on a computer monitor at a rate of 300 msec per image with an interstimulus interval of equivalent duration. Participants were instructed to press a key as quickly as possible when the same picture occurred twice in a row. Performance was based on reaction time, defined as the duration of time between the onset of the display of the repeated image and the participant’s key press, and accuracy, defined as the proportion of trials in which a repeated image elicited a key press. Reaction times were only extracted from correct responses, or key presses that occurred in response to a repeated image. The majority of participants (36 out of 46) performed the visual monitoring task in isolation at two points during the study—immediately before and after the dual-task conditions—to investigate the presence of a learning or fatigue effect over the course of the experiment. Data from 8 YA and 2 OA were collected before the implementation of the second condition of the visual monitoring task in isolation after the dual-task conditions. In addition to when performed in isolation, the visual task was performed concurrently with the speech recognition task throughout the dual-task conditions.

**Dual-Task Paradigm** • In addition to the primary and secondary-task baseline measurements, participants performed these tasks simultaneously as part of the dual-task paradigm. Participants were instructed to listen to each sentence and repeat it aloud as accurately as possible—the designated “main goal”—while simultaneously monitoring the visual stream for repeating images to the best of their ability. Similar to the speech recognition task in isolation, the dual-task paradigm consisted of a total of 80 sentences presented across 20-sentence lists, 1 list per listening condition. Similar to the single-task condition, sentence lists and conditions were counterbalanced for order of presentation. Although sentence lists stemmed from the same corpus, speech material was not redundant between the single and dual-task conditions. Throughout the duration of each 20-sentence list, participants performed the visual monitoring task in which they were presented with approximately 206 images with repeated images occurring about 10% of the time. The visual monitoring task was administered continuously throughout the dual-task conditions, such that repeated pictures could occur within any of the following three contexts relative to the speech recognition task: (1) during the auditory presentation of the target sentence; (2) during the participant’s verbal recall of the target sentence and (3) during the remaining period of silence within the 5-sec intersentence interval. Although there were brief periods of time (i.e., approximately 1–2 sec) following the verbal recall of each sentence when participants were only actively performing the visual monitoring task, it is expected that the demand for shared attentional resources was consistently maintained due to anticipation of the subsequent sentence. Performance scores for the speech recognition task (i.e., accuracy) and visual monitoring task (i.e., accuracy and reaction time) were recorded for each listening condition.

**RESULTS**

**Hearing Sensitivity**

To assess whether there are group differences in hearing sensitivity, pure-tone audiometric thresholds of YA and OA (Fig. 1) were compared using a 2 (age group: YA, OA) × 7 (frequency: 0.25, 0.5, 1, 2, 4, 6, 8 kHz) mixed analysis of variance (ANOVA) with age group as the between-subjects factor. This analysis revealed a main effect of frequency ($F_{(3.39, 149.25)} = 11.55$, $p < 0.0001$, $\eta^2_p = 0.21$), suggesting that the hearing sensitivity of YA and OA changed across frequency. There was also a significant main effect of age group ($F_{(1, 44)} = 49.91$, $p < 0.0001$, $\eta^2_p = 0.53$), indicating that there was a difference in hearing sensitivity between YA and OA. In addition, there was a significant age group-by-frequency interaction ($F_{(3.39, 149.25)} = 15.65$, $p < 0.0001$, $\eta^2_p = 0.26$), suggesting that the differences in pure-tone audiometric thresholds between YA and OA vary by frequency. The average difference in thresholds between YA and OA at each frequency tested was (in dB HL) 3.3 (0.25 kHz), 4 (0.5 kHz), 4.8 (1 kHz), 7.4 (2 kHz), 15.2 (4 kHz), 15.7 (6 kHz), and 17.1 (8 kHz). Post hoc paired comparisons using a Bonferroni-adjusted critical alpha level of 0.007 showed that these differences were statistically significant for 0.5, 2, 4, 6, and 8 kHz. These results indicate that although all participants demonstrated age-typical hearing, there were differences in hearing sensitivity between groups.

**Executive Control**

A one-way ANOVA revealed that the average unadjusted Flanker score for YA (122.7±10.7, mean ± SD) was significantly greater than that for OA (102.8±11.3; $F_{(1, 45)} = 37.53$, $p < 0.001$, $\eta^2_p = 0.46$), confirming age-related differences between the two groups. This age-related difference persisted when comparing age-adjusted Flanker scores (YA = 115.6±13.5; OA = 104.5±13.8; $F_{(1, 45)} = 7.56$, $p < 0.01$, $\eta^2_p = 0.147$). Based on the NIH Toolbox performance measure standard score mean of 100 and standard deviation of 15, these data suggest that executive control abilities are age-typical for OA but are, on average, greater than one standard deviation above the mean for YA. Overall, this indicates better executive control for the YA group as compared to the OA group.

**Speech Recognition (Primary Task)**

The average percentage of keywords correctly identified in each of the 4 listening conditions when performed alone (i.e., single task) and simultaneously with the visual monitoring task (i.e., dual task) for YA and OA are displayed in Figure 2. Speech
recognition accuracy data were folded-square-root transformed before statistical analysis to allow for closer examination of ceiling effects without requiring adjustment of extreme data values (i.e., 0%, 100%; Tukey 1960). The transformed speech recognition scores were submitted to a 2 (age group: YA, OA) × 2 (task: single, dual) × 4 (condition: unprocessed, 8-ch, 6-ch, 4-ch) mixed ANOVA, with task and condition as the within-subjects factors and age group as the between-subjects factor. As predicted, there was a main effect of condition ($F[1.85, 81.49] = 522.76, p < 0.0001, \eta^2_p = 0.92$, following Greenhouse–Geisser correction for violation in sphericity), suggesting that speech recognition decreased with increasing spectral degradation. Post hoc paired comparisons using a Bonferroni-corrected critical alpha level of 0.0042 revealed significantly poorer speech recognition accuracy with each increase in spectral degradation for both YA and OA that was observed in both the single- and dual-task conditions (i.e., a total of 12 comparison, $ps < 0.0001$). Additionally, there was a main effect of age group ($F[1, 44] = 5.46, p < 0.05, \eta^2_p = 0.11$) reflecting better speech recognition by YA as compared to OA across conditions. Post hoc paired comparisons revealed that YA and OA had significantly different speech recognition accuracy only in the 4-ch condition during the dual-task paradigm ($p = 0.05$). This difference failed to remain significant after correcting for multiple comparisons (Bonferroni-adjusted critical alpha = 0.00625). All other paired comparisons between the YA and OA within each condition were not statistically significant for single-task conditions ($p = 0.33$ [unprocessed], 0.36 [8-ch], 0.85 [6-ch], 0.13 [4-ch]) or dual-task conditions ($p = 0.33$ [unprocessed], 0.23 [8-ch], 0.42 [6-ch]). There was also a significant age group-by-condition interaction ($F[1.85, 81.49] = 4.73, p < 0.05, \eta^2_p = 0.09$, following Greenhouse–Geisser correction for violation in sphericity), which was likely driven by group differences in the 4-ch condition. Taken together, these results indicate statistically similar speech recognition accuracy for YA and OA across conditions. This result in the presence of a significant main effect of group and a group-by-condition interaction is likely due to the greater statistical power observed when performing the ANOVA, thus allowing for increased sensitivity to detect smaller between-group variability in listening effort across conditions. Finally, there was a significant main effect of task ($F[1, 44] = 25.56, p < 0.001, \eta^2_p = 0.37$), as well as a significant task-by-condition interaction ($F[2.30, 101.05] = 5.37, p < 0.01, \eta^2_p = 0.11$). These results suggest that both YA and OA correctly identified more keywords during the dual-task condition as opposed to the single-task condition and that the magnitude of the difference between single- and dual-task conditions was not consistent with changing spectral fidelity of the speech input. Post hoc paired comparisons using a Bonferroni-adjusted critical alpha level of 0.00625 revealed better speech recognition accuracy during the dual task than the single task for YA in both the 6-ch ($p < 0.001$) and 4-ch conditions ($p = 0.002$). YA’s speech recognition did not differ between single and dual tasks for the unprocessed or 8-ch conditions ($p = 0.33$ and 0.25, respectively). Post hoc comparisons also failed to reveal differences in OA’s single- and dual-task performance in the unprocessed, 8-ch, 6-ch, or 4-ch conditions ($p = 0.6, 0.14, 0.11, and 0.04$, respectively). This finding suggests that YA may have been able to improve their recognition in the 6-ch and 4-ch conditions with increased exposure, akin to perceptual learning (e.g., Shannon et al. 1995; Davis et al. 2005), given that dual-task conditions always followed single-task conditions. Despite this potential training effect, the fact that performance on the speech recognition task was better in the dual-task conditions, in both groups, confirms that participants were prioritizing it as the primary task, as instructed.

Visual Monitoring (Secondary Task)

Paired $t$ tests using a Bonferroni-adjusted critical alpha of 0.025 were conducted to test whether there was a learning or fatigue effect on secondary-task performance. Results failed to reveal differences in accuracy (% correct, folded-square-root transformed before analysis) on the visual monitoring task in isolation when performed before and after the dual-task conditions for YA ($p = 0.15$) or OA ($p = 0.29$). There were, however, significant differences in reaction time (in milliseconds) on the visual monitoring task in isolation when performed before and after the dual-task conditions for YA (before = 500 ms ± 57 ms [mean ± SD] vs. after = 538 ms ± 60 ms, $t[1,16] = 4.05, p = 0.001$) but not OA (before = 588 ms ± 114 ms vs. after = 577 ± 65, $t[1,18] = 0.7, p = 0.49$). This suggests a small, but consistent slowing in performance in the YA over the course of the study. To provide a better estimate of participants’ baseline accuracy and reaction time on the visual monitoring task, these scores were calculated as the average performance across the two time points for the 17 YA and 19 OA who completed both administrations of the visual task in isolation. Table 1 shows the average accuracy and reaction time of responses on the visual monitoring task when performed in isolation and concurrently with the speech recognition task across each of the 4 listening conditions for YA and OA. Accuracy data were folded-square-root transformed before statistical analysis. Separate one-way ANOVAs with age group as a between-subjects factor revealed a significant main effect of group for both accuracy ($F[1, 45] = 7.13, p < 0.05, \eta^2_p = 0.14$) and reaction time ($F[1, 45] = 11.78, p < 0.01$, respectively).
ON THE VISUAL MONITORING TASK WHEN PERFORMED IN ISOLATION 

The results suggest that YA were significantly faster and more accurate than OA on the visual monitoring task when performed in isolation.

As the secondary task is used to measure changes in cognitive spare capacity during dual-task speech recognition, performance on the visual monitoring task when performed in isolation should coincide with baseline cognitive differences between YA and OA. Pearson correlations were used to determine the strength of the relation between participants’ performance on the Flanker test of executive control and their single-task performance on the visual monitoring task. Results revealed that Flanker task performance was significantly positively correlated ($r = 0.36, p = 0.015$) with participants’ accuracy scores on the visual monitoring task and significantly negatively correlated ($r = -0.36, p = 0.014$) with participants’ reaction time scores on the visual monitoring task (Fig. 3). Taken together, these results suggest that YA have greater baseline executive control than OA and that performance on the visual monitoring task reflects, though weakly, these age-related differences.

**Visual Monitoring (Single vs. Dual Task)**

A prediction for the present study is that OA will show greater declines in secondary-task performance during degraded speech recognition and that these results will be interpreted as increased listening effort. To quantify these declines, and thus estimate listening effort, participants’ single-task (i.e., baseline) performance on the visual monitoring task was compared to performance during the dual-task conditions and normalized to their baseline performance (i.e., $\left[ \frac{\text{Single Task} - \text{Dual Task}}{\text{Single Task}} \right] \times 100$; Somberg & Salthouse, 1982). The advantage of using this formula to quantify changes in secondary task performance is that the formula accounts for individual differences in secondary-task performance at baseline (Kemper et al. 2009; Gosselin & Gagné 2011; Desjardins & Doherty 2013).

In the present study, listening effort was calculated separately from participants’ accuracy and reaction time on the visual monitoring task. Capturing both components of participants’ performance on the visual monitoring task provides an opportunity to observe subtle differences in response behavior, which has been shown to change with age (e.g., Gordon-Salant 1986). As spectral degradation increases, it is expected that participants will respond less accurately and more slowly on the visual monitoring task because a relative portion of their limited cognitive resources are allocated to the speech recognition task. Thus, it is predicted that listening effort will increase as speech recognition accuracy declines, with greater spectral degradation

---

**TABLE 1. Performance on the visual monitoring task for YA and OA across conditions.**

<table>
<thead>
<tr>
<th>Condition</th>
<th>Single Task</th>
<th>Dual Task</th>
<th>Single Task</th>
<th>Dual Task</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy (% correct)</td>
<td>Reaction Time (ms)</td>
<td>Accuracy (% correct)</td>
<td>Reaction Time (ms)</td>
</tr>
<tr>
<td>Younger</td>
<td>M</td>
<td>SD</td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>Unpr.</td>
<td>—</td>
<td>—</td>
<td>93.5</td>
<td>9.8</td>
</tr>
<tr>
<td>8-ch</td>
<td>—</td>
<td>—</td>
<td>92.7</td>
<td>8.2</td>
</tr>
<tr>
<td>6-ch</td>
<td>—</td>
<td>—</td>
<td>88.4</td>
<td>10.0</td>
</tr>
<tr>
<td>4-ch</td>
<td>—</td>
<td>—</td>
<td>81.9</td>
<td>12.9</td>
</tr>
<tr>
<td>Older</td>
<td>85.0</td>
<td>15.2</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Unpr.</td>
<td>—</td>
<td>—</td>
<td>77.2</td>
<td>18.1</td>
</tr>
<tr>
<td>8-ch</td>
<td>—</td>
<td>—</td>
<td>74.9</td>
<td>21.8</td>
</tr>
<tr>
<td>6-ch</td>
<td>—</td>
<td>—</td>
<td>59.4</td>
<td>21.3</td>
</tr>
<tr>
<td>4-ch</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

OA indicates older adults; YA, younger adults.

---

Figure 3. Participants’ accuracy (A) and reaction time (B) on the visual monitoring task when performed in isolation as a function of unadjusted Flanker score. Higher Flanker scores reflect better performance. Flanker score was found to significantly correlate with both accuracy ($r = 0.36, p = 0.015$) and reaction time ($r = -0.36, p = 0.014$). OA indicates older adults; YA, younger adults.
for both YA and OA. Alternatively, participants may attempt to preserve one aspect of performance (accuracy or reaction time) while sacrificing the other as the speech input becomes more degraded (Brouwer et al. 1991). The following analysis will probe these possibilities.

**Accuracy and Reaction Time** • To facilitate the comparison of listening effort scores for accuracy and reaction time along the same scale (i.e., higher values indicating greater listening effort), the scores derived from changes in reaction time were each subtracted from zero, effectively inverting the sign (Fig. 4). Accuracy and reaction time data were subjected to independent 2 (age group: YA, OA) × 4 (condition: unprocessed, 8-ch, 6-ch, 4-ch) mixed ANOVAs with age group as a between-subjects factor to investigate the effect of age group on listening effort across conditions. There was a main effect of condition for both listening effort measured by accuracy ($F[2.68, 117.79] = 27.71$, $p < 0.001$, $\eta^2_p = 0.39$) and reaction time ($F[2.28, 100.37] = 3.40$, $p < 0.05$, $\eta^2_p = 0.07$), suggesting that participants showed greater declines in secondary-task performance as spectral degradation increased. There was also a significant main effect of age for listening effort measured from changes in secondary-task accuracy ($F[1, 44] = 14.47$, $p < 0.001$, $\eta^2 = 0.25$), but not secondary-task reaction time ($F[1, 44] = 0.07$, $p = 0.79$, $\eta^2 = 0.002$). For listening effort measured from accuracy on the visual monitoring task, there was a significant age group-by-condition interaction ($F[2.68, 117.79] = 3.88$, $p < 0.05$, $\eta^2 = 0.08$), suggesting that performance on the secondary task declined differentially for YA and OA as spectral degradation increased. Post hoc paired comparisons using a Bonferroni-adjusted critical alpha level of 0.0125 failed to reveal significant differences in listening effort between YA and OA in the unprocessed ($p = 0.59$) or 6-ch ($p = 0.13$) conditions. However, there were significant between-group differences in the 8-ch ($p = 0.004$) and 4-ch conditions ($p = 0.003$), indicating that, in these conditions, OA had greater declines in secondary-task accuracy than YA during degraded speech recognition.

**Hierarchical Multiple Regression** • A secondary objective of the present study was to explain individual differences in listening effort, as quantified by changes in secondary-task performance. The observed differences in listening effort and Flanker score between YA and OA motivate the question of whether age-related differences in executive control account for these findings. Hierarchical multiple regression analyses were conducted to probe this relation. Listening effort in each condition, as measured by changes in accuracy on the visual monitoring task, served as the dependent variable for each regression analysis. Based on the finding that there are differences in executive control between YA and OA, Flanker score was the first predictor variable entered into each regression analysis. To examine the contribution of differences in hearing sensitivity between YA and OA, the pure-tone average (PTA, calculated from thresholds at 0.5, 1, 2, 4 kHz and averaged across ears) was added to each analysis as a secondary predictor variable. Finally, to account for other possible age-related factors not captured by the other predictor variables, such as working memory and suprathreshold auditory processing, age was entered as a tertiary predictor variable into each analysis. This resulted in three successive linear regression models tested for each condition separately: (1) Flanker score; (2) Flanker score, PTA; (3) Flanker score, PTA, age.

The results of the regression analyses are displayed in Table 2. Each row displays information regarding the overall fit of the current model as well as the individual contribution of the predictor variable added at each step. The first data column displays the value of $R^2$, which represents the cumulative proportion of variance explained by the variable(s) in each model while the change in $R^2$, displayed in the second data column, demonstrates the individual contribution of the predictor variable added at each step of the analysis. The third data column shows whether the additional variance accounted for (i.e., the change in $R^2$) by the added predictor variable was significant. Observed listening effort in the unprocessed condition was minimal for both YA and OA, and no group differences were observed; therefore, it is reasonable that none of the factors in the model made a significant contribution. For each of the degraded conditions, performance on the Flanker task accounted for a significant amount of the variance in listening effort, ranging from 17% to 19%. As demonstrated by the change in $R^2$, the model containing PTA accounted for an additional 2% of variance in the 8-ch condition and approximately 1% of variance in the 6-ch and 4-ch conditions, although none of these contributions were significant. Similarly, including age as a predictor variable accounted for a nonsignificant 2% of additional variance in listening effort in the 8-ch condition and made no additional contribution in the 6-ch condition. The only condition in which a predictor variable contributed significant variance over and above Flanker score was the 4-ch condition in which age accounted for an additional

![Figure 4](https://example.com/figure4.png)

**Figure 4.** Mean listening effort scores as measured by accuracy (A) and reaction time (B) for younger adults (YA) and older adults (OA) across conditions. Error bars represent ±1 SE from the mean. Reaction time data have been transformed to allow for display along the same y-axis as accuracy.
7% of the variance in listening effort. The standardized regression coefficients ($\beta$) and associated significance values for each model further demonstrate that the model containing only Flanker score accounted for the most variance in listening effort expended by YA and OA in all conditions except the most degraded (i.e., 4-ch) condition, in which age also significantly contributed to the model.

**DISCUSSION**

The purpose of the present study was to examine the differences in dual-task performance between YA and OA during degraded speech recognition and to determine whether age-related differences in hearing acuity as well as executive control contribute to these differences. To address these issues, YA and OA completed a dual-task paradigm consisting of a primary degraded speech recognition task and a secondary visual monitoring task. Changes in participants’ accuracy and reaction time on the visual monitoring task in the dual-task conditions, relative to the single-task condition, served as an estimate of cognitive spare capacity and was interpreted as listening effort.

**Speech Recognition**

Consistent with previous work, both YA and OA exhibited decrements in speech recognition as spectral degradation increased (Shannon et al. 1995; Eisenberg et al. 2000; Friesen et al. 2001; Başkent 2006). There was an overall difference in speech recognition between YA and OA across conditions, suggesting that OA had greater difficulty with the primary task than YA. Planned paired comparisons between YA and OA within each condition, however, failed to find statistically significant age-related differences in speech recognition in the unprocessed, 8-ch, and 6-ch conditions. The statistically different performance between the two groups in the 4-ch condition (before correcting for multiple comparisons) likely dominated the main effect of age as well as the condition-by-age interaction.

These results are consistent with studies that have evaluated age-related differences in speech recognition of noise-vocoded stimuli (Souza and Boike 2006; Sheldon et al. 2008). The studies converge on the idea that OA require greater spectral fidelity to achieve similar speech recognition as YA, although, in the present data, the age-related difference is only observed for the most degraded condition. It is important to note that the observed differences between the studies may reflect differences in hearing acuity among the older participants: participants in Souza and Boike (2006) study had greater hearing impairment than the participants of the present study or those in the study by Sheldon et al. (2008). An additional consideration is that the use of sentences containing contextual cues allowed a partial compensation for age-related declines in suprathreshold auditory processing in the present study.

**Executive Control**

As expected, there were differences in executive control with age. Results revealed better scores on the Flanker task in YA than OA. These differences paralleled differences in performance on the visual monitoring task when performed in isolation: YA responded significantly faster and more accurately than OA. The age-related differences in performance on the visual monitoring task and significant, albeit weak, correlations between visual monitoring performance and Flanker scores suggest that there are overlapping cognitive processes captured by these measures.

**Visual Monitoring (Single vs. Dual Task)**

The critical analysis of the present study was determining how accuracy and reaction time on the visual monitoring task changed between the single- and dual-task conditions. Though these changes were used as a proxy for listening effort (Figure 4), it is unclear as to whether the results reflect listening effort per se or rather the cognitive cost of effortful listening.
when performing concurrent tasks. This idea is expanded in the discussion below.

Consistent with our hypotheses, both YA and OA showed greater declines in secondary-task performance than reaction time, with increased spectral degradation of the primary speech recognition task. These results are consistent with previous studies that demonstrate greater listening effort under conditions of reduced spectral information (Hervais-Adelman et al. 2012; Pals et al. 2013; Winn et al. 2015). These results are also consistent with the idea that the cognitive cost of effortful listening is not necessarily modality-specific given that changes in a secondary visual monitoring task were observed with decreasing spectral degradation of the primary speech recognition task.

More relevant to the objective of the present study are the observed age-related differences in secondary-task performance during the dual-task conditions. There were significant group differences in secondary-task accuracy (but not reaction time) between YA and OA with increasing spectral degradation during the dual-task conditions. The lack of an age effect in listening effort measured from reaction time in the present study may be due to one or a combination of factors. First, it may be related to the instructions that participants were given before the test, which was to “press a key as quickly as possible when the same picture occurred twice in a row.” Participants may have only responded when they were confident of the response, thus allowing them to maintain a stable response speed. Alternatively, the nature of the visual monitoring task may not have been sensitive enough to capture differences in processing speed between YA and OA. For example, a different experimental paradigm with discrete trials that required participants to respond before subsequent trials (i.e., similar to the design in Gosselin & Gagné 2011) may have yielded different results.

The observation that secondary-task accuracy was significantly poorer in OA supports the idea that OA had fewer cognitive resources available during degraded speech recognition. The findings of the present study suggest that, under certain conditions of spectral degradation, OA are able to perceive degraded speech as well as YA, but endure a greater cognitive cost to achieve this performance (Tun et al. 2009; Gosselin & Gagné 2011; Desjardins & Doherty 2013). This cognitive cost inherent to effortful listening has been shown to have associated real-life consequences, such as difficulty taking notes during a lecture or driving while holding a conversation, as well as chronic feelings of fatigue (for a commentary on effort-related fatigue, see Bess & Hornsby 2014). Whether the cognitive cost experienced by OA in the present study reflects a greater reallocation of available cognitive resources to speech recognition (compared to YA) or simply fewer available cognitive resources than YA to perform the visual monitoring task cannot be elucidated by the current data. However, given the presence of age-related differences in Flanker scores and baseline performance on the visual monitoring task, the latter explanation seems more plausible.

Notably, YA and OA exhibited statistically similar changes in secondary-task accuracy during the unprocessed and 6-ch dual-task conditions. The fact that there was no difference between YA and OA in the unprocessed condition is consistent with the idea that recognizing clear speech is minimally effortful and, therefore, results in a greater cognitive spare capacity to perform the secondary task. Though unexpected, the absence of a difference between YA and OA in the 6-ch condition is likely due to the smaller effect size observed in the 6-ch condition versus the 8-ch or 4-ch conditions. A plausible explanation for this result is that YA required greater spectral degradation to experience similar cognitive costs as OA. The significant age group-by-condition interaction is consistent with this interpretation. As displayed in Figure 4A, OA began to expend additional listening effort in the 8-ch condition, whereas YA did not experience an increase in listening effort until the more spectrally degraded 6-ch condition.

Individual Differences in Dual-Task Performance

To probe individual differences in secondary task accuracy during the dual-task paradigm within our sample, hierarchical multiple regression analyses were conducted for each condition. In the unprocessed condition, secondary-task performance was largely unimpaired during the dual task in both YA and OA. As such, it is reasonable that none of the age-related factors entered into the model had any predictive power. Age-related changes in executive control, as measured by Flanker score, accounted for a significant amount of variance in secondary-task accuracy in the 8-ch, 6-ch, and 4-ch dual-task conditions. This finding suggests that the observed age-related differences in the degree to which secondary-task performance declined during the dual-task conditions are likely due to poorer executive control in OA. Interestingly, age contributed significantly over and above Flanker score in the 4-ch condition only, indicating that the mechanisms driving secondary-task performance in this dual-task condition are not solely cognitive. A potential explanation for this finding is that the ability to perceive severely degraded speech is highly dependent on cognitive processing (to compensate for missing linguistic content) as well as suprathreshold auditory processing (to encode information from the temporal envelope of the signal). Because previous studies have shown significant age-related decrements in auditory temporal envelope sensitivity in adults with normal hearing acuity through 2kHz (Pichora-Fuller & Schneider 1992) or 6kHz (Strouse et al. 1998; Füllgrabe et al. 2015), it is likely that the age-related differences in secondary-task accuracy observed in the 4-ch condition are reflective of the additional resources OA needed to process the degraded speech signal.

Limitations

While the present study contributes to the knowledge of how age influences dual-task performance in a paradigm designed to quantify listening effort, there are limitations to consider. First, while both groups demonstrated age-typical hearing, the audiometric thresholds of YA and OA in the present study were not matched at all frequencies: OA had poorer high-frequency thresholds than YA on average. Even small differences in audiometric thresholds can affect degraded speech recognition (e.g., Dubno & Ahlstrom 1997), and this may be more apparent in conditions with greater acoustic degradation.

Another factor that may have influenced results is that the cognitive measure used in the present study only assessed cognitive processes related to executive control. The rationale for choosing the Flanker task as the standardized cognitive measure in this study was that the visual monitoring task was dependent on participants’ ability to selectively attend (i.e., monitoring each image in the ongoing stream) and inhibit irrelevant input (i.e., only providing a response on repeating images).
Although results demonstrated age-related differences in executive control between YA and OA, there were likely other cognitive processes at play during the primary and secondary tasks, including auditory working memory and visuospatial working memory, respectively. Thus, there may be other aspects of cognitive capacity not captured by the Flanker task that contributed to participants’ dual-task performance.

Finally, it is reasonable to assume that other age-related factors beyond hearing acuity and executive control contributed to the age-related differences in dual-task performance observed in the present study. For example, age-related differences in temporal envelope sensitivity, auditory filter width, and processing speed may have significantly contributed to listening effort during degraded speech recognition if measured independently.

CONCLUSIONS

The purpose of the present study was to investigate age-related differences in secondary-task performance during degraded speech recognition. The primary findings from this study are as follows: (1) both YA and OA experienced declines in secondary-task accuracy with increased spectral degradation of the primary task; (2) OA experienced greater declines in secondary-task performance than YA, which was most evident in the 8-ch and 4-ch conditions; (3) age-related differences in executive control significantly accounted for a portion of the observed differences in listening effort between YA and OA; and (4) age significantly contributed to listening effort to a greater extent than executive control in the 4-ch condition.
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